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‘Often people who have spent their lives living in one 
culture see only regional and individual differences and 
therefore conclude, “My national culture does not have a 
clear character.” ’ - Erin Meyer, The Culture Map



Large Language Models & 
Challenges Cultural Alignment
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Quantifying Cultural Alignment in LLMs
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Methodology
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Summary of Experimental Results

• GPT-4 > GPT-3.5 

• GPT-4 adapts well

Model Comparison

• GPT-4 adapts well

• GPT-4 better MAS dimension without persona 

adaptation
• Llama 2 and GPT-3.5 perform poorly

• Temp & Top-p significant influence
• Lower temperature with high top-p or 

moderate settings improve alignment.

• English LLama-2 model is culturally neutral.

• Chinese LLama-2 model exhibits positive cultural bias.

• Disparity in performance between English and 

Chinese LLama-2 models, both underperforming.

Hyperparameter

Country Comparison

Language Correlation
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Demonstration

Hofstede's CAT 

Demonstration 

ICLR

https://colab.research.google.com/drive/1dlPOpcRZhpxZU9pXbAuHzWGeFIneMadk
https://colab.research.google.com/drive/1dlPOpcRZhpxZU9pXbAuHzWGeFIneMadk
https://colab.research.google.com/drive/1dlPOpcRZhpxZU9pXbAuHzWGeFIneMadk


Conclusion
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Methodology

Framework to 

evaluate LLMs' 

cultural alignment

GPT-4 shows varied cultural 

performance: Poor in the U.S., 

better in China, problematic in 

Arab countries.​

Performance Insights Red-Teaming Effects

Suggestion of red-teaming impact 

on cultural sensitivity [2]; less red-

teaming may have enhanced non-

English performance.

Ethical and 

Economic Impacts
Call for Action

Culturally aligned AI using 

interdisciplinary collaboration, 

appropriate data, and 

advanced techniques for 

global ethics and trust.

Cultural misalignment risks 

ethical dilemmas and 

economic setbacks, affecting 

global AI trust and adoption.
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