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Current Models Reflect a 
Narrow Cultural Representation

• MLLMs are trained with data that is primarily focused on few major languages and western-centric cultures.

• This narrow representation makes them biased, have a limited world view, poor cultural knowledge and exhibit 

linguistic imbalances.
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MS-COCO

… weird looking 

vehicle…

… unusual bathroom …
… exotic fruits …



CVQA: Culturally-diverse Multilingual VQA Benchmark

• CVQA is a multilingual, multiple-choice locally-nuanced visual question-answering dataset.

• CVQA includes culturally-driven images and questions from across 30 countries on 4 continents.

• Covering 31 languages with 13 scripts, providing a benchmark with 10k questions.



Annotation Process

• CVQA follows a crowd-sourcing collaboration approach. We collaborated across communities.
• Annotators belong to various NLP groups, are fluent speakers and accustomed to the cultures of the 

locations

We collaborated with various NLP groups



Annotation Process

• We group CVQA into Country-Language pairs, rather than simply on language or location.

CVQA Annotators 

per country-language

pair 

Annotators followed a 

detailed Guideline

Cross-Validation

• Image + Culturally relevant questions

with 4 possible answers

Annotators create data 

from their own countries

a)

b)

c)

d)

?

• We developed concise annotation guidelines that are suitable for all Country-Language subset teams

Feedback

39 Teams



Data Collection Design

Image Selection and Preparation:

• Images have to depict diverse cultural aspects.

• Self-made images are recommended but external images are allowed.

• Anonymize faces and text that can leak the answer.

Question Creation:

• Questions have to be culturally relevant.

• To answer the question, the image must be required.

• The questions need to be answerable without the multiple choices.



Data Collection Design

• CVQA uses common knowledge as a proxy of culture, we define the following categories:

• We gathered images and created question-answer pairs based on the cultures of various locations.
• The question-answer pairs were created in their respective local languages, along with parallel English 

translations

1. Vehicles and Transportation

2. Cooking and Food

3. People and Everyday Life

4. Sports and Recreation

5. Plants and Animals

6. Objects, Materials and Clothing

7. Brands and Products

8. Geography, Buildings, and Landmarks

9. Tradition, Art and History

10. Public Figure and Pop-Culture

Categories



CVQA Samples

Igbo - Nigeria

Korean - South Korea

Malay - Malaysian

Spanish - Mexico



CVQA: Data Statistics

• No. of images:      5,239

• No. of questions:  10,374

• No. of countries:    30

• No. of languages:  31 • No. of country-language pair:   39

• Avg. questions per image:        1.98

• Avg. words per question:          7.6

• No. of scripts:                          13



CVQA: Data Statistics
• No. of countries:    30 • No. of languages:  31 • No. of scripts:   13

• Ireland-Irish

• Indonesia-Minangkabau

• India-Tamil

• France-Breton

• Nigeria-Igbo

• Mongolia-Mongolian

CVQA covers several 

less commonly studied 

languages and regions

• Kenya-Swahili

• Egypt-Egyptian Arabic

• Ecuador-Spanish

• Argentina-Spanish

• Brazil-Portuguese

• South Korea - Korean



Evaluation of Open and Closed-source Models

• Among open models, LLaVa achieves the best performances but still significantly behind closed models.

• All models obtain worse performances when the question is asked in local languages , emphasizing the models 

lower capability in handling non-English prompts.
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Performance per Country-Language Pair

English-only question-option pairs Local-language question-option pairs



Performance across Categories

• People and Everyday life achieves the best accuracies across most of the models.

• Cooking & Food and Pop culture exhibit low accuracies, demonstrating that the high diversity of these 

categories across different cultures poses a great challenge for MLLMs.
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Performance across Image Source

• For self-made images, the performance of LLaVa and CLIP tends to be lower compared to web images. 

• While this is not consistent across all models, this indicate that web-images might be more representative of the 

data used to train these models.



Paper, Data and Leaderboard

Paper Data Leaderboard

Labels are Open !!



SEA-VL



Data Collection Scheme



Authorship



Example: Image Tracking



Example: Image Validation



Challenges and Conclusion

• Community-based image collection enables us to collect data across 

diverse culture

• Scale up is difficult

• Ensuring quality needs effort; proper data validation, proper 

annotation guideline; ensure the annotators are motivated
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