Collecting Culturally Nuanced Image Data: Case
Study with CVQA and SEA-VL
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Current Models Reflect a
Narrow Cultural Representation

* MLLMs are trained with data that is primarily focused on few major languages and western-centric cultures.

* This narrow representation makes them biased, have a limited world view, poor cultural knowledge and exhibit
linguistic imbalances.

Models trained with few
major languages and
Western-centric cultures

Narrow Cultural
Representation
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Current Models Reflect a
Narrow Cultural Representation

Yann LeCun 3 - siguiendo
VP & Chief Al Scientist at Meta
1hora - ®

Every institution, library, foundation, cultural group, and government around the

world that possesses cultural content should make it available for training ***free
and open*** Al foundation models.

Free and open Al systems will constitute the repository of all human knowledge
and culture.
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MS-COCO

unusual bathroom .. exotic fruits

. weird looking
vehicle..
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CVQA: Culturally-diverse Multilingual VQA Benchmark

AFRICA ASIA LATIN-AMERICA EUROPE
1 I Nigeria - Igbo - ¢ Japan - Japanese = Argentina - Spanish I ! France - Breton
Category: Traditions / Art / History Category: Objects / Materials / Clothing Category: Cooking and Food Category: Sports and Recreation
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¢Para qué sirve la pala de hierro

Kedy mmemme ndi a na-eme? CCT—RBYICRSOBEDECTTIV? o slo headon Petra a vank evit c’hoari ?
Which cenarmony are thay cong? | What pant of e body 00 you wash frst here? | (What s the #on ghovel used & n s asado? { What s mssing in order 10 play 7
a) | gba nkwy (Fadtonal mamage v a0 Moy ¥ a)deba;o’:’m‘e'r lgzgampm > a) ar bidoc'hig Mhopigey X
b) Ncheta Omumy Bencay) b 4 b) B Log b 4 b) Mover la carmne i move e mesd X b) ar ¢c"hronometr (The stopwatch) X
¢) Emume cheiftainCy (Cnetancy cremany) X oBF Rarereng) X ¢) Poner tierra al fuego (1o put ant on the fre) X C) ar mestr (lhowmesten . o
d) Emume in l' OhU'U Pawv yam fesivel X d) &; Lol harxt v d) Cortar la carne To at e meat) x d) ar th (The conj b 4

* CVQA is a multilingual, multiple-choice locally-nuanced visual question-answering dataset.
* CVQA includes culturally-driven images and questions from across 30 countries on 4 continents.

* Covering 31 languages with 13 scripts, providing a benchmark with 10k questions.
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Annotation Process

* CVQA follows a crowd-sourcing collaboration approach. We collaborated across communities.
* Annotators belong to various NLP groups, are fluent speakers and accustomed to the cultures of the

locations

We collaborated with various NLP groups
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Annotation Process

* We group CVQA into Country-Language pairs, rather than simply on language or location.
* We developed concise annotation guidelines that are suitable for all Country-Language subset teams
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Annotators followed a
detailed Guideline

CVQA Annotators
per country-language
pair

Annotators create data
from their own countries
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* Image + Culturally relevant questions
with 4 possible answers )

Cross-Validation

Feedback
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Data Collection Design

Multilingual Multimodal Visual Question Answering
Benchmark: Annotation Guidelines

Beroduction

Thes documant provdes Guaeines for 8NLatng Images 87 COTEIPONANG QUOSONS and
Answers in mutiple INJUages 1 Create A Culuraly dverse and INguisically comprehensve
mutimocs QA bencherark

Objective

TO Do & Denchmark that 1epresants & wice range of Cultures and INGUBoS, 15 MeasU'e
potental bias in viswal AJ models.

Guidelines for Contribotors

Each regon and anguage (eg. Ecuador-Spanish) will be represented by at most J annctators,
I which 1 will e the toam lead. Each porson B ex0aciod 10 provide ot least 100 visual
QuUesSONs 10 be considered as a Co-auhor. The team lead wil s38 have 10 provide questions, the
Oy Gfierencs i That T2 3005 a2 i responmbilo 15 nd 0 10 GIgANE MO ANNOLMONS 80
will manage 10 contiact and brief hat annctatr, I needed

Image Selection:
Contrule images 1ol represent dverse cultural aspects Pl represent Phe

SPOCAS Cultural BACKGIOUNG yOuTe CONrButng 10. The mage must Lkl 1to one
of the categones below. Pick one of the most relevant category (more kater)

wage Categary *

=P |mage Selection and Preparation:
* Images have to depict diverse cultural aspects.
* Self-made images are recommended but external images are allowed.
* Anonymize faces and text that can leak the answer.

== Question Creation:
* Questions have to be culturally relevant.
* To answer the question, the image must be required.
* The questions need to be answerable without the multiple choices.
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Data Collection Design

* We gathered images and created question-answer pairs based on the cultures of various locations.
* The question-answer pairs were created in their respective local languages, along with parallel English

translations
* CVQA uses common knowledge as a proxy of culture, we define the following categories:

Categories

.....................................

. Vehicles and Transportation
. Cooking and Food

. People and Everyday Life

. Sports and Recreation

. Objects, Materials and Clothing
. Brands and Products
. Geography, Buildings, and Landmarks

g
2
3
4
5. Plants and Animals
6
7
8
9. Tradition, Art and History
1

et —

0. Public Figure and Pop-Culture

.....................................



CVQA Samples

Igbo - Nigeria Malay - Malaysian

W 14

Category: People and everyday life - Malay/Malaysian

- G

EROPL % Category: Tradition/ Art / History — Igbo/Nigeria w .
N / Kedy mmemme ndj a na-eme? Roh manakah yang disembah dengan altar ini?
g (Which ceremony are they doing?) (Which deity is worshiped on this altar?)
A. | gba nkwuy (Traditional marriage) I A. Datuk Gong (Na Tuk Kong)
8. Ncheta Omymy (Birthday) B. Buddha (Buddha)
C. Emume cheiftaincy (Chieftaincy ceremony) C. Brahma (Brahma)
0. Emume iri ji ohyry (New yam festival) D. Vishnu (Vishnu)

Korean - South Korea

Category: Object, Clothing, and Material = Korean/South Korea

Category: Tradithon | Art | History = Spanish/Maxico

£0ué se muestra en la imagen? (What is shown in the image?)
A. ol calendario aztecal pledra del sol (the aztec calendar! aztec sun stona)

o BRs| Q2 AEslE= JRE U2 RELIDT
(What i this type of bowl called in cooking?)

B. una serpiente azteca (an azrlec serpent) A, B (Dolsot)
€. coaticue (coatlicue) B, WE0L| (Bokjurgoni)
D.  tasoe (lakoe) C. 'EHl (Pot)

D. ®(Pan)




CVQA: Data Statistics

* No. of countries: 30
No. of languages: 31
No. of images: 5,239
* No. of questions: 10,374

* No. of scripts:

* No. of country-language pair:
* Avg. questions per image:

* Avg. words per question:

13
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7.6
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CVQA: Data Statistics

* No. of countries: 30 * No. of languages: 31 * No. of scripts: 13

Cueslions sonsh Country-Language pars

Asia )=l Europe Latin America Adrica
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/7% Ireland-rish . /7 Kenya-Swanil

* Indonesia-Minangkabau .: * Egypt-Egyptian Arabic

I

1

1
CVQA covers several . India-Tamil !+ Ecuador-Spanish
less commonly stu@ed © * France-Breton :!* Argentina-Spanish
languages and regions ! . I .

I * Nigeria-lgbo 11 * Brazil-Portuguese

‘ .

\ * Mongolia-Mongolian ~," ‘-\ * South Korea - Korean



Evaluation of Open and Closed-source Models

* Among open models, LLaVa achieves the best performances but still significantly behind closed models.

* All models obtain worse performances when the question is asked in local languages, emphasizing the models
lower capability in handling non-English prompts.

Table 3: Average performance of MLLMs on our CVQA dataset with English prompts (EN) and
local language prompts (LOC).

LLaVA-1.5-TB M-CLIP CLIP mBLIP-mT0 mBLIP-BLOOMZ InstructBLIP Gemini-1.5-Flash GPT-40
EN LOC EN LOC EN LOC EN LOC EN LoC EN LOC EN LoC EN LOC

49.6 355 380 337 427 306 313 309 393 3T 490 319 669 68.5 754 743




o :
o mBz

Evaluation of Open and Closed-source Models

* Among open models, LLaVa achieves the best performances but still significantly behind closed models.

* All models obtain worse performances when the question is asked in local languages, emphasizing the models
lower capability in handling non-English prompts.

Table 3: Average performance of MLLMs on our CVQA dataset with English prompts (EN) and
local language prompts (LOC).

LLaVA-1.5-TB M-CLIP CLIP mBLIP-mT0 mBLIP-BLOOMZ InstructBLIP Gemini-1.5-Flash GPT-40
EN LOC EN LOC EN LOC EN LOC EN LOC EN LOC EN LOC EN LOC
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Performance per Country-Language Pair

Local-language question-option pairs

English-only question-option pairs
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= MCLIP

— mBLIP-BLOOMZ
== InstructBLIP

== Random




Performance across Categories

* People and Everyday life achieves the best accuracies across most of the models.
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* Cooking & Food and Pop culture exhibit low accuracies, demonstrating that the high diversity of these

categories across different cultures poses a great challenge for MLLMs.

Table 5: Accuracy of models across categories. Per category, the best performing models on English
(EN) and local language (LOC) question-option pairs are bolded and underlined, respectively.

Categories LLaVA-1.5-TB M-CLIP CLIP mBLIP-mT0 mBLIP-BLOOMZ InstructBLIP

EN LOC EN LOC EN LOC EN LOC EN LOC EN LOC
Brands 499 365 372 357 366 297 337 308 405 35.1 484 326
Food 454 319 345 291 392 304 281 276 377 29.8 444 306
Geography 471 382 371 342 418 319 306 316 350 123 453 332
Obiects 5 4 345 397 254 343 330 431 340 29.1

Vehicles

5
w5 WV
=

39,

337
39.3
37.0
39.5

31.5
333
352
41.1

L

'rl L)

46.1
43.5
41.9
44.6

29.9
314
31.5
33.9

30.7
34.9
32.2
34.0

34.6
34.7
30.8
33.0
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Performance across Categories

* People and Everyday life achieves the best accuracies across most of the models.

* Cooking & Food and Pop culture exhibit low accuracies, demonstrating that the high diversity of these
categories across different cultures poses a great challenge for MLLMs.

Table 5: Accuracy of models across categories. Per category, the best performing models on English
(EN) and local language (LOC) question-option pairs are bolded and underlined, respectively.

LLaVA-1.5-TB M-CLIP CLIP mBLIP-mT0 mBLIP-BLOOMZ InstructBLIP
EN LoOC EN LOC EN LOC EN LOC EN LOC EN LOC

Categories

y . ' '
'Dhjacts S18 330 394 34.5 97 254 34 3 310 43 1 34.0 523 2911
Pﬂaplc 589 381 450 378 468 309 353 347 463 36.7 598 340

Tradition 50.4 15_:_13 3?0 35. 2 41 9 32 2 31 fr 3l 5 3913 32 2 4?9 3{] B
Vehicles 50.6 41.4 395 411 446 305 356 339 420 34.0 55.0 33.0




Performance across Image Source

* For self-made images, the performance of LLaVa and CLIP tends to be lower compared to web images.

* While this is not consistent across all models, this indicate that web-images might be more representative of the
data used to train these models.

Table 6: Accuracy of different models divided by image source

Image Source LLaVA-1.5-7TB M-CLIP CLIP mBLIP-mT0 mBLIP-BLOOMZ InstructBLIP
EN LOC EN LOC} EN LOC JEN LOC EN LOC EN LOC

Self-made Image | 48.8 34, 38.1 343 p 412 30138312 315 401 334 48.3 315
Web Image 49.7 374 V) 374 333 4431 318 V319 312 387 323 49.1 33.1




Paper, Data and Leaderboard

Labels are Open !!

Leaderboard




SEA-VL

—-SEACrowd:-—

Welcome to SEACrowd! .

We are a community dedicated to bridging the gap between multilingual Al and Southeast
Asian Al and enhancing the quality of Al research and researchers in the region.

See what indigenous and non-indigenous languages are under our study.

Call for contributors! 3

Following the success of our SEACrowd project, we're excited to announce SEA-VL,

a new open-source initiative to create high-quality vision-language datasets for
Southeast Asian (SEA) languages! Check it out here.



Data Collection Scheme

Task 1: Submit a SEA Culturally-Relevant Image (1-2 points per photo)

Submission is simple! Just go to this form and provide your self-taken, culturally relevant

photo with a brief description.
Points:

e 2 points 3peint for images from Indonesia, Singapore, and Phillippines
» 3 points 36-peints for images from Thailand, Malaysia, and Vietnam

e 4 points 2peints for images from Brunei, East Timor, Cambodia, Laos, Myanmar

Task 2: Review Image-Description Pairs (1 point per review)

To participate in reviewing, contributors must first pass this short screening test. Check
our annotation guideline to learn more!



Authorship

Why Contribute?

As with SEACrowd, every contribution to SEA-VL will earn points. Reaching 200 points in
Phase 1 will guarantee co-authorship in our publication for ACL 2025. You'll also be

eligible for our exclusive merch once you surpass 300 points in Phase 1!




Example: Image Tracking

[SEA-VL] SEA Culturally-Relevant Image Collection (Responses) : Monitor
Total submissions 5134
Unigque contributors 75

What kind of images have we collected?

Based on image location:
Brunei: 61, Cambadia: 63, East Timor: 9, Indonesia: 1917, Laos: 76, Malaysia: 309, Myanmar: 5, Phillippines: 85, Singapore: 1168, Thailand: 832, Vietnam: 381, Others: 228

No  Submission time Image location Image caption (English)
5134 23 Jan 2025 Phoenix, United States Bengbeng, a chocolate snack from Indonesia
5133 23 Jan 2025 Phoenix, United States Soto ayam with bolled egg
5132 23 Jan 2025 Vietoria, Canada Peanut sauce chicken satay with lontong and acar
5131 23 Jan 2025 Urbana, United States  Rupiah bank notes when Indonesia was under Japanesa occupation
5130 23 Jan 2025 Urbana, United States A piclure of Garuda Pancasila, Indonesian national emblem, a piclure of Socekamno, and old Rupiah bank notes
5129 23 Jan 2025 Urbana, United States A keris, its sheath, and thae belt used to hold it
5128 23 Jan 2025 Urbana, United States A keris decorated by agates along with its sheath
5127 23 Jan 2025 Urbana, United States  Tenun machine from Indonesia used to weave songket
51286 23 Jan 2025 St Lowis, United States Orangutan, an animal native fo Kalimantan Island
9125 23 Jan 2025 Urbana, United States  Malam and canting used o make batik



Example: Image Validation

Is photo quality OK?
Yes!!!
Unsure'?
No'!

The image portrays culturally-relevant information in:

Vietnam
The image was taken in (City, Country):
Hanoi, Vietnam
Is the image culturally relevant in South-East Asia?

Yes. Unique to SEA™

Yes, people will likely think of SEA when seeing the picture, but it may have low degree of similarity to other cultures.'™

Maybe, this culture did not originate from SEA, but it’s quite dominant in SEA*®

Not really. it has some affiliation to SEA, but actually does not represent SEA or has stronger affiliation to cultures outside SEA!”!
No. Totally unrelated to SEA™

How do you know about this culture?
Please do not consult LLMs (e.g., GPT-40, Claude, Command-R, etc.)

I'm from this country/culture.!”
| checked online resources (e.g., Wikipedia, articles, blogs).




Challenges and Conclusion

* Community-based image collection enables us to collect data across
diverse culture

* Scale up is difficult

» Ensuring quality needs effort; proper data validation, proper
annotation guideline; ensure the annotators are motivated
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